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Abstract

In modern gas turbines, the turbine airfoil leading edge is currently protected from the hot gas by specific film cooling schemes, so
called showerhead cooling. The present paper shows a numerical study of different showerhead cooling geometries. The 3D finite element
program ABAQUS as well as a 2D finite element program have been employed to predict the showerhead cooling performance. In the
numerical calculations, the different cooling effects and their contribution to the total showerhead cooling performance have been inves-
tigated separately. From the numerical calculations a simple method has been derived which enables the prediction of the performance of
a 3D showerhead cooling scheme by simple 2D computations. Experimental investigations on showerhead cooling have been presented
in a companion paper [C. Falcoz, B. Weigand, P. Ott, Experimental investigations on showerhead cooling on a blunt body. Int. J. Heat
Mass Transfer, in press].
� 2005 Elsevier Ltd. All rights reserved.
1. Introduction

In modern gas turbine designs, there is a strong desire to
increase the inlet hot gas temperature of the turbine. This
would lead to much higher blade temperatures than the
maximum allowable metal temperature. In order to protect
the turbine blades from melting, extensive cooling by inter-
nal air flow is needed. Usually a combination of internal
convective cooling and external film cooling is employed.
The cooling designs of these parts have to be highly effi-
cient, because of the fact that a larger cooling mass flow
rate degrades the thermal efficiency of the thermodynamic
cycle of the gas turbine. This is especially true for the appli-
cation of film cooling, where a protective film of cold air is
spread around the blade and large cooling mass flows are
required. Because of the importance of film cooling for tur-
bine blade design, the subject has been studied extensively
and a large part of the results are available in the open
literature. Several review articles on film cooling are
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published on this subject. A summary of several papers
concerning film cooling can be found in [1,8]. Showerhead
cooling is used in order to protect the stagnation point area
against the extremely high gas temperatures. In contrast to
film cooling on a turbine blade, the coolant flow out of the
holes in the nose of the profile can hardly form a good
cooling film around the profile. On the other side, the cool-
ant flow takes heat from the blade material while passing
through the relatively long coolant holes in the nose of
the profile. To extend the coolant holes in length, mostly
these holes are radially inclined. Because of the above cited
features of showerhead cooling, the cooling of the nose of
an airfoil by showerhead cooling contents the external film
cooling, the internal cooling in the coolant holes as well as
the cooling inside the main coolant channel inside the
blade. In order to evaluate the performance of showerhead
cooling schemes, all three aspects of showerhead cooling
have to be addressed. This is the aim of the present paper.
The paper shows the evaluation of the global performance
of the showerhead cooling model by using 2D and 3D
Finite Element Models (FEM).

In an early study, Mayle and Camarata [2] investigated
multihole aircraft turbine blade cooling. This particular
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Nomenclature

A area [m2]
cp specific heat at constant pressure [J/(kg K)]
D leading edge cylinder diameter [m]
d cooling hole diameter [m]
DR coolant-to-mainstream density ratio, DR = qc/

qg [–]
G blowing ratio, G = qcuc/qgu1, referred to hole

entrance [–]
h heat transfer coefficient [W/(m2 K)]
I momentum flux ratio, I ¼ qcu

2
c=qgu

2
1, referred

to hole entrance [–]
k thermal conductivity [W/(m K)]
L hole length [m]
M approach Mach number, M ¼ u1=a; a ¼

ffiffiffiffiffiffiffiffiffi
jRT

p

[–]
_m mass flow [kg/s]
Nu Nusselt number, Nu = hD/k [–]
p pitch or spanwise spacing between holes in one

row [m]
q surface heat flux [W/m2]
ReD Reynolds number, ReD = qgu1D/l [–]
Red Reynolds number in the cooling hole, Red =

qcucd/l [–]
T temperature [�C], [K]
Tu free-stream turbulence intensity [%]

u velocity [m/s]
u1 approach velocity to model [m/s]
x,y,z cartesian coordinates [m]

Greek symbols

b spanwise inclination angle to surface [�]
e cooling effectiveness, e ¼ ðT rg � eT mÞ=ðT tg � T cÞ

[–]
c row exit location angle measured from stagna-

tion line [�]
g film cooling effectiveness, g = (Taw � Trg)/

(Ttc � Ttg) [–]
u streamwise inclination angle [�]
l dynamic viscosity [N s/m2]
q density [kg/m3]
C contour [m]
X surface [m2]

Subscripts

c coolant
f with film cooling
g hot gas
r recovery conditions
t total conditions
w, aw wall, adiabatic wall
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type of cooling scheme relies on the convective cooling
inside the holes as well as on the protective film. The
authors showed that an increase in film cooling effective-
ness had a greater benefit at lower blowing rates than at
higher ones. Kasagi et al. [3] presented a numerical predic-
tion scheme for the calculation of the temperature distribu-
tion inside a full-coverage film-cooled (FCFC) wall. The
heat transfer characteristics were discussed considering
the heat balance of a unit hole element. The variation of
the solid wall temperature was neglected over the plate
thickness. The results showed that the thermal properties
had a significant influence on the overall cooling effective-
ness due to the heat conduction inside the wall. Kumada
et al. [4] measured the local heat transfer coefficients on a
brass FCFC plate. The local Stanton numbers were
successfully measured on both film-cooled and backside
surfaces, but the limitation of the experimental apparatus
did not allow for measurements on the inside surface of
the holes. Nevertheless, the authors suggested the impor-
tance of the convective cooling inside the holes as com-
pared to the backside surface and concluded that
improving heat transfer characteristics on the backside sur-
face would appreciably increase the overall cooling effec-
tiveness. In a more recent paper, Wadia and Nealy [5]
proposed an engineering design model that treated the
gas-to-surface heat transfer coefficient with film cooling,
including the active heat transfer within and upstream of
the film hole array. The predictive model was derived on
a cylindrical showerhead model. The capabilities of the
analytical model were explored for typical high tempera-
ture first stage turbine vanes and rotor blades. The values
predicted for the overall cooling effectiveness were vali-
dated with temperature measurements performed on stain-
less steel cylindrical models. The authors concluded that
the active cooling mechanisms within and upstream of
the film hole array produced the principal beneficial effects
of showerhead cooling. Martiny et al. [6] focused on mod-
eling the enthalpy rise of the coolant along the hole axis.
The authors presented a mathematical model for the calcu-
lation of the wall temperatures of an effusion-cooled plate.
The heat transfer coefficient was assumed to be constant
along the hole axis. The model was validated with experi-
mentally determined coolant outlet temperatures. A para-
metric study was conducted in order to show the
influence of the individual cooling contributions on the
overall cooling effectiveness. A reference solution was
defined for constant geometrical parameters, as well as spe-
cific mainstream and coolant flow conditions. Martiny
et al. [6] concluded that the most important part of the
incoming heat flux was absorbed by the coolant as it passed
through the holes. From the above given literature review it
can be seen that a rigorous analysis of the showerhead



Table 1
Geometrical parameters describing the showerhead configurations for the
cylindrical model

Four-row
configuration

Three-row
configuration

Number of rows 4 3
Diameter ratio d/D 0.03 0.03
Exit location angles [�] c �21/�7/ + 7/ + 21 �21/0/ + 21
Spanwise pitch p/d 5.0 6.3
Hole length L/d 4.7 4.7
Streamwise
inclination angle [�]

u 90 90

Spanwise
inclination angle [�]

b 45 45

Exit shape Cylindrical Cylindrical
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cooling by 3D and 2D methods is still missing. This is one
of the aims of the present study.

2. Investigated models and cases

For the present numerical calculations, different models
for showerhead cooling have been investigated. These
models consist of cylindrical models and a blunt body.
Both model types have different showerhead cooling
geometries.

2.1. Cylinder models

The showerhead cooling geometries for the cylinders
consist of a four- and a three-row configuration in a stag-
gered arrangement. Cylindrical holes of 0.9 mm diameter,
which have a spanwise injection angle of b = 45� and a
streamwise inclination angle of u = 90�, were chosen. Rows
are distributed symmetrically with respect to the stagnation
point. Fig. 1 gives an overview of the geometries. The cool-
ant, which is provided from a single plenum chamber,
comes from the bottom. The different geometrical parame-
ters are listed in Table 1. Experiments for the external cool-
ing were performed by Hoffs et al. in a free jet facility [7].
They measured the external heat transfer and the adiabatic
film cooling effectiveness on the cylinders. The approach
Mach number for these tests was about M = 0.3. The tests
were performed for the nominal angle of attack of 0�. The
turbulence level was Tu = 7% (see also [7]).

2.2. Blunt body model

Experiments on a blunt body geometry have been per-
formed by Falcoz (see [1,8]) in a linear cascade test facility.
The geometry of the blunt body and the here investigated
cooling hole geometries are depicted in Fig. 2. The film
hole injection geometries of the blunt bodies are designed
for a turbine blade/vane leading edge. Fig. 2 shows the dif-
ferent showerhead configurations. The coolant, which is
provided from a single plenum chamber, comes from the
Fig. 1. Showerhead geometries for the cylinder models. (a) F
bottom. Showerhead geometry SHG1 consists of four stag-
gered rows of cylindrical holes with a diameter of 0.7 mm.
Rows are placed symmetrically around the stagnation line.
A modern configuration of fan-shaped holes was consid-
ered in addition to classical cylindrical holes. Configuration
SHG2 uses the same cooling arrangement in terms of hole
diameter, row number, hole spacing, and inclination
angles, but with modified hole exits. SHG2 illustrates a
conical portion with a 1.8� open angle creating a diffuser
of four hole diameters deep. The effective surface area of
the hole exits is increased by a factor of 1.5 compared to
the cylindrical holes. All geometrical parameters are sum-
marized in Table 2. The tests were performed for 0� inci-
dence and for approach Mach numbers of 0.14 < M <
0.36 (0.58E + 05 < ReD < 1.52E + 05). The turbulence
level was Tu = 10% and the density ratio DR was between
1.15 and 1.18. Experimental results of the film cooling per-
formance are reported in [1,8].

2.3. Investigated cases

The purpose of the present numerical study was to eval-
uate the combined effects of external cooling (due to film
cooling), heat conduction and internal convection cooling
(through the holes and inside the plenum chamber) on
our row configuration and (b) three row configuration.



Fig. 2. Geometrical data of the blunt body geometry (dimensions in [mm]) and the film cooling configurations. (a) Cylindrical holes, (b) Conical holes and
(c) Blunt body.

Table 2
Geometrical parameters describing the showerhead configurations for the
blunt body

SHG1 SHG2

Diameter ratio d/D 0.033 0.033
Exit location angles [�] c ±22.5/±7.5 ±22.5/±7.5
Spanwise pitch p/d 4 4
Hole length L/d 6 6
Streamwise inclination angle [�] u 90 90
Spanwise inclination angle [�] b 45 45
Area ratio 1 1.5
Exit shape Cylindrical Conical

Table 3
Temperature dependent thermal conductivity of a gas turbine blade alloy

Temperature [K] Thermal conductivity, k [W/(m K)]

373.15 9.6
473.15 11.0
573.15 12.4
673.15 13.9
773.15 15.3
873.15 16.9
973.15 18.4
1073.15 20.0
1173.15 21.4
1273.15 23.0
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the material temperature. In order to analyze and interpret
these effects, computations were performed for different
showerhead cooling models by varying several parameters
(main flow conditions, blowing ratio, level of cooling inside
the plenum chamber, . . .). Therefore, several sets of numer-
ical calculation conditions were developed. Two main
groups can be distinguished:

1. EPFL conditions (test conditions), where the calculation
conditions were evaluated for Plexiglas models tested at
low temperature. This test case has a very low heat con-
ductivity in the material (Plexiglas, k = 0.19 W/(m K)).
Therefore, the backside cooling (plenum) effect is nearly
decoupled from the external film cooling.

2. REC (real engine conditions), where the calculation con-
ditions were estimated for a gas turbine airfoil alloy
exposed to a high-pressure and high-temperature envi-
ronment. For this case, backside cooling (plenum) and
film cooling are strongly linked by heat conduction in
the blade material. In addition a large amount of heat
is transferred to the coolant flowing in the film holes.
The temperature dependent thermal conductivity of
the material is given in Table 3.

Appendix A and [8] give an overview on how the individual
boundary conditions for the calculations have been derived
from experimental data and correlations.
3. Numerical calculations

The aim of the present study was the evaluation of the
different cooling mechanisms for showerhead cooling
schemes. As mentioned above, the external heat transfer
has been measured on cylinder and blunt body models.
This provides the external boundary conditions for the
finite element analysis described in the present chapter
(see also Appendix A). In order to evaluate the effects of
varying the showerhead cooling scheme of turbine vanes
or blades in a real engine, the material temperature field
needs to be predicted. The governing equation, namely
the differential equation of heat conduction, was solved
using 3D and 2D finite element programs. For the case
of an isotropic body with temperature dependent thermal
conductivity and with heat sources, this equation can be
expressed as (Carslaw and Jaeger [9]):

o
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ox

� �
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oT
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� �
þ o

oz
k
oT
oz

� �
þ _qi ¼ 0 ð1Þ
3.1. Finite element calculations (3D) with ABAQUS

Different 3D finite element calculations have been car-
ried out by using the commercial program ABAQUS
[10]. Eq. (1) describes an elliptic problem that allows differ-
ent boundary conditions, to be specified. For the present



1278 C. Falcoz et al. / International Journal of Heat and Mass Transfer 49 (2006) 1274–1286
numerical simulations, boundary conditions of the third
kind have been applied:

• at the external surface exposed to the main stream (Xg)
heat is transferred by convection to the surface:

�k
oT
on

����
w

¼ hfðT aw � T wÞ ð2Þ

• in the plenum, the surfaces exchange heat by convection
with the coolant (Xplen):

�k
oT
on

����
w

¼ hc;plenðT c;plen � T wÞ ð3Þ

• at the cooling hole surfaces (Xh) heat is exchanged by
convection with the coolant:

�k
oT
on

����
w

¼ hc;holeðT c;hole � T wÞ ð4Þ

where o/on denotes differentiation along the outward-
pointing vector normal to the surface X. In addition, the
simulations are done on an extracted part of the model in
order to reduce the computational time. Therefore, peri-
odic boundary conditions are applied to the upper (XUP)
and lower (XDOWN) surfaces that delimit the sub-model:
Fig. 3. 3D meshes for the four row configuration on the cylinder. (a) Fine mesh
for the three hole configuration.
T ðx; y; z ¼ zUPÞjXUP
¼ T ðx; y; z ¼ zDOWNÞjXDOWN

ð5Þ

The heat sources in Eq. (1) have been set to zero for the 3D
calculations. The geometrical model is first designed with
the CAD-program I-DEAS 7 [11]. A periodic part of this
geometry is selected for the solid mesh generation. The
automated mesh generation algorithm included in I-DEAS
is used to realize the discretization of the computational
domain. Typical meshes for the cylinder model are depicted
in Fig. 3. Extensive grid sensitivity studies have been done
for the 3D calculations with ABAQUS. For example, three
different meshes were carried out for the four-row cylindri-
cal model. The calculations were performed at engine-like
conditions for two blowing rates, as well as for different
backside heat transfer coefficients. The influence of the
mesh refinement on the mean solid temperature is shown
in Table 4. The sensitivity analysis showed that the mesh
heterogeneity had only a very weak influence on the mean
solid temperature. Due to the large number of elements/
nodes defining the finest mesh (#1) and the high execution
time required for this grid, the intermediate mesh (#2) was
preferred for the 3D simulations. In fact, this mesh offered
a very good compromise between the accuracy of the pre-
dicted temperatures and the calculation time needed to
compute the temperature field.
of the computational domain for the four row configuration and (b) mesh



Table 4
Influence on the mesh refinement on the mean solid temperature for different 3D ABAQUS calculations

G hplen [W/(m2 K)] Mean solid temperature [�C]

Mesh #1 244,150 nodes
160,736 elements

Mesh #2 122,250 nodes
78,642 elements

Mesh #3 78,249 nodes
49,291 elements

0.44 150 1179.12 1179.07 1178.99
0.44 380 1131.96 1131.92 1131.83
1.81 440 1091.87 1091.89 1091.94
1.81 1100 1000.12 1000.17 1000.17
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3.2. Finite element calculations (2D) with a 2D heat

conduction solver (2DHCS)

2DHCS is a program-package that consists of a grid
generator, a 2D heat conduction solver, and a graphical
postprocessor. This finite element program, developed by
ALSTOM-Power Switzerland, is usually used for the 2D
heat conduction analysis for blade profiles with arbitrary
internal cooling channels and film cooling holes. In the
present work, this software was employed to evaluate the
temperature distribution for several showerhead-cooled
configurations. The main difference between ABAQUS
and 2DHCS consists in the way the cooling holes are taken
into account in the calculations. In 2DHCS, the cooling
holes are modeled by using heat sinks in the material,
assuming that they absorb an equivalent heat flux as the
film cooling holes. As a result, for a 2D homogeneous iso-
Fig. 4. 2D meshes for the four row configuration on the cylinder and on the bl
and (b) 2D mesh of the computational domain (four rows—blunt body).
tropic solid, whose thermal conductivity is temperature-
dependent, and for a steady-state temperature distribution,
the heat conduction equation is simplified from Eq. (1) to
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Before Eq. (6) can be solved, it is necessary to express the
boundary conditions. Boundary conditions of the third
kind are used:

• on the external contour exposed to the main stream (Cg):

�k
oT
on

����
w

¼ hf T aw � T wð Þ ð7Þ

• on the internal contour describing the plenum chamber
(Cplen):
unt body. (a) 2D mesh of the computational domain (four rows—cylinder)
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�k
oT
on

����
w

¼ hc;plenðT c;plen � T wÞ ð8Þ

where o/on denotes the normal derivative along the bound-
ary C of the domain. With respect to the cooling holes, heat
sink temperatures and heat transfer coefficients are pre-
scribed along the hole axis in order to evaluate an equiva-
lent heat flux. The 2D calculations are performed on a
particular cut of the model used for the 3D simulations.
The internal and external contours of the 2D geometries
are defined with discrete points. The spatial discretization
of the 2D domain is a completely automated process. Here,
the grid generation is based on a Delaunay algorithm,
described in [12]. Typical meshes are depicted in Fig. 4
for the cylindrical model and for the blunt body. Grid inde-
pendency studies for the 2D calculations have been done
extensively. Typically around 3500 nodes and 7000 ele-
ments where found to be sufficient.

4. Numerical results

Commonly, the cooling performance of a showerhead-
cooled configuration can be characterized in terms of the
overall cooling effectiveness. The overall cooling effective-
ness corresponds to a non-dimensional form of the mate-
rial temperature. Hence, the latter, noted as e, is chosen
as the parameter and is defined by

e ¼ T rg � eT m

T tg � T tc

ð9Þ

where Trg is the recovery temperature of the hot gas, eT m is
the average metal temperature and Ttc is the total temper-
ature of the coolant at the entrance of the holes. The above
averaged metal temperature has been defined by

eT m ¼ 1

V total

XM
j¼1

eT jV j for a 3D geometry ðABAQUSÞ

eT m ¼ 1

Atotal

XM
j¼1

eT jAj for a 2D geometry ð2DHCSÞ

ð10Þ
Fig. 5. 3D material temperature distribution calculated for the four row
hplen = 380 W/(m2 K), ~Tm ¼ 1131:92 �C and (b) G = 1.81, hplen = 1100 W/(m2
where eT j are the average temperature of each element, Vj,
Aj are the volume or the area of each element and M indi-
cates the total number of elements.

4.1. Numerical results for the cylindrical models

The twofold aim of these simulations is to identify the
different cooling mechanisms present in a film-cooled
model and to compare the capabilities of both 3D and
2D finite element programs to evaluate the cooling perfor-
mance of this film-cooled configuration. Numerical simula-
tions are mostly performed at real engine conditions for a
real blade alloy (referred to as REC), but additional calcu-
lations are also done at experimental conditions on a low-
conductivity material (referred to as EPFL conditions).

4.1.1. Four row configuration

We will start our considerations with the study of the
influence of the blowing ratio on the material temperature.
The three cooling mechanisms present in the problem were
included in the numerical simulations. Computations were
performed at REC for four blowing ratios combined with
two levels of backside cooling (plenum). All showerhead
configurations have a unique plenum chamber to feed the
rows of cooling holes. Therefore, the blowing ratio G refers
to a global quantity, defined as

G ¼ qcuc
qgug

¼ _mc

Ac;tot

1

qgug
ð11Þ

where _mc is the mass flow of the coolant provided to the
plenum chamber and Ac,tot represents the overall surface
of the cooling holes. Typical material temperature distribu-
tions calculated with ABAQUS are depicted in Fig. 5. In
order to facilitate the comparison, identical scaling is used
for both blowing ratios. The comparison shows that the
outer surface temperature is lower at higher blowing ratios.
The 3D material temperature distributions give qualitative
information, but they do not allow definitive conclusions
with regards to the influence of the blowing ratio. There-
fore, the overall cooling effectiveness, defined by Eq. (9),
cylinder at REC for two blowing rates (G = 0.44,1.81). (a) G = 0.44,
K), ~Tm ¼ 1000:17 �C.



Fig. 6. Influence of the blowing ratio at REC: Results obtained with
ABAQUS for the four row cylinder configuration.
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was calculated for all test conditions. The results are shown
in Fig. 6. For a constant level of backside cooling (plenum),
either at low or high hplen, the overall cooling effectiveness
increases with increasing blowing ratio. For the same blow-
ing ratio, the overall cooling effectiveness is higher if the
backside cooling is greater, which means: the more coolant
injected, the lower the mean solid temperature. Since all the
cooling mechanisms described before are strongly coupled
in a real film-cooled situation, their individual contribu-
tions to the showerhead cooling performance were investi-
Fig. 7. Contributions of the different cooling mechanisms at REC: ABAQUS
(b) low G, high hplen, (c) high G, low hplen, (d) high G, high hplen.
gated. ‘‘Switching on and off’’ the heat transfer coefficients
inside the holes and on the cold side, and the film cooling
effectiveness on the hot gas side, the contributions of the
different cooling mechanisms can be evaluated. In varying
these parameters independently, one must keep in mind
that in a real situation the variation of one parameter will
always affect all the others. To discuss the influence of the
different cooling mechanisms on the overall cooling effec-
tiveness, a fictitious reference solution—also called the
ideal case—was defined. For this ideal case, the tempera-
ture distribution is evaluated in the material by taking into
account the three cooling mechanisms and assuming that
the enhancement of the external heat transfer coefficient
due to the presence of the film and the cooling holes is neg-
ligible. Therefore, the heat transfer coefficient applied on
the hot gas side is the one corresponding to the case with-
out blowing. On the whole, the ideal case corresponds to
the highest overall cooling effectiveness that can be
achieved with a specific showerhead cooling configuration.
Since the blowing rates and the backside heat transfer coef-
ficients vary in the current study, the ideal overall cooling
effectiveness is not a constant value characterizing all cases.
The effects of the three different cooling mechanisms—
taken individually or in pairs—were studied at REC.
Referring to Fig. 7, the overall cooling effectiveness calcu-
lated for the ideal case is 14–17% higher than that of the
original case. This conclusion clearly demonstrates the side
calculations for the four row cylinder configuration. (a) Low G, low hplen,
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effects of the presence of the film and the cooling holes. In
fact, in a showerhead, the hot gas side heat transfer coeffi-
cient is enhanced due to the presence of the injected coolant
and the film holes that both disturb the boundary layer,
leading locally to an increased turbulence level [1]. The
external film cooling effect (referred to as FC in Fig.7) is
more pronounced at low blowing ratios, leading to a higher
overall cooling effectiveness. In a previous experimental
study, Hoffs et al. [7] investigated the influence of the blow-
ing ratio on the film cooling effectiveness for the same
showerhead-cooled model. He reported that G = 0.44 of-
fered the highest film cooling effectiveness, but also high
heat transfer coefficients. He found lower values of the film
cooling effectiveness for G = 1.81. In conclusion, the blow-
ing ratio that offers the highest film cooling effectiveness
provides the highest overall cooling effectiveness when only
the contribution of the external film cooling is considered
for the numerical simulations. With regards to the cooling
holes contribution, the higher the blowing ratio, the higher
the overall cooling effectiveness. This is a direct conse-
quence of the heat flux absorbed by the flow passing
through the holes at high blowing ratio. In fact, lower cool-
ant velocities in the holes cause lower heat transfer coeffi-
cients, hence a lower heat absorption. With an increasing
backside heat transfer coefficient for a constant blowing ra-
tio, the portion of the heat removed inside the holes (with
respect to the ideal case) decreases from 29% to 23% at
G = 0.44 and from 33% to 26% at G = 1.81. With regards
to the backside cooling (coolant plenum), for a constant
blowing ratio, the overall cooling effectiveness increases
dramatically with increasing values of hplen. The backside
cooling represents an important potential to reduce the
material temperature, hence the necessity to develop effi-
cient internal cooling methods for turbine blades, such as
impingement, ribs and pin fins. On the whole, the internal
convective cooling, including both cooling effects generated
inside the cooling holes and on the cold side, depends
strongly on the blowing ratio and the heat transfer coeffi-
cient inside the plenum chamber. At low G, the internal
Fig. 8. Comparisons between the 3D, 2D, and quasi-3D simulations correspon
(b) low-conductivity material (EPFL conditions).
convective cooling absorbs 51–63% of the heat. At high
G, the internal convective cooling absorbs 70–80% of the
heat. In all cases, most of the heat is removed from the
material by the internal convective cooling.

It would be of great interest if the before mentioned 3D
processes in the showerhead area could accurately be pre-
dicted by a simple 2D program. In order to explore this
opportunity, several 2D calculations have been done for
the four row configuration. Starting with the simplest
approach, a 90� cut (z = const., see Fig. 1) can be made
through the cylinder and the plane extracted can be ana-
lyzed by a 2D finite element solver. For this approach, it
has been assumed that all four rows of cooling holes lay
in the same 2D cut. They are modeled by heat sinks in
the material area, where the holes are present. Comparing
the overall effectiveness obtained from the 2D calculations
with the ones from the 3D calculations shows some dis-
crepancies (see Fig. 8). For all cases, the 2D calculations
lead to a much higher overall cooling effectiveness,
although the enhancement remains moderate for the low-
conductivity case. Referring to Fig. 8 the differences
between the 2D and 3D results are almost constant over
all blowing ratios, except at G = 0.44. It seems that the
2D calculations take into account an additional phenome-
non that induces a supplementary material temperature
reduction, leading to higher values of e. In fact, for the
2D simulations presented above, the four rows of cooling
holes were assumed to be in the same plane, whereas the
rows were staggered in the 3D simulations. Hence, the
heat removed from the solid increased for the 2D calcula-
tions, especially for a high conductivity material. In order
to test the influence of the number of rows, additional
simulations—referred as quasi-3D calculations—were per-
formed. They consist of performing two sets of 2D simula-
tions considering two rows out of four (rows #1 and #3
and rows #2 and #4). The overall cooling effectiveness cor-
responding to the quasi-3D calculation is defined by the
arithmetic mean of the two values of the mean metal tem-
perature eT m obtained for each case. Therefore, the side
ding to the four row cylindrical model. (a) Real blade material (REC) and
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effect of considering all rows at the same time should be
eliminated. With regard to Fig. 8 the quasi-3D simulations
seem to be a valuable approach to reduce drastically the
discrepancies between the 3D and 2D numerical results.
On the whole, the deviations between the quasi-3D and
3D calculations are twice as small as those between the
2D and 3D calculations. Although the quasi-3D simula-
tions allow a better fitting of the 3D results, there neverthe-
less remains a small deviation between the quasi-3D and
the 3D results. Yet another explanation can be considered.
In fact, both 2D and quasi-3D simulations were performed
on a 90�-cut of the four-row cylindrical model, whereas the
cooling holes have a 45�-inclination angle from the surface
in the 3D geometry. Therefore, additional simulations
(both 2D and quasi-3D) were done on a 45�-cut of the
four-row cylinder. The advantage of performing simula-
tions on a 45�-cut of the model is to take into account
the same hole length as the one considered in the 3D sim-
ulations. Hence, the heat transfer coefficient and coolant
temperature distributions along the cooling hole center-
line are identical in the 3D model and its 45�-cut. The
Fig. 9. Comparisons between the 2D, quasi-3D and 3D simulations perform

Fig. 10. Comparisons between the 3D, 2D and quasi-3D simulations correspon
(b) low-conductivity material (EPFL conditions).
heat removed from the cooling holes is then equivalent in
both cases provided that the wall temperature distribu-
tion is equal. Fig. 9 shows some comparisons between
the 3D and the quasi-3D calculations. This means that
two 45� cuts with either two cooling holes have been run
in 2D and the results have been combined as described
before. As it can be seen, the agreement is very good.
This shows nicely, how a 2D program can be used in
order to accurately predict the 3D showerhead cooling
performance.

4.1.2. Three row configuration

The three row configuration was analyzed in order to
confirm the findings from the four row configuration con-
cerning the 2D calculation procedure. Fig. 10 shows a com-
parison between 2D, 3D and quasi-3D calculation results
for the overall cooling effectiveness. As it can be seen from
this figure, the agreement between the quasi-3D simula-
tions and the 3D calculations is very good. This can be
taken as a further confirmation of the previously described
procedure for selecting suitable 2D models.
ed at REC (four-row cylindrical model). (a) Low hplen and (b) high hplen.

ding to the three row cylindrical model. (a) Real blade material (REC) and



Fig. 11. Contributions of the different cooling mechanisms at REC: 2D finite element calculations for cylindrical and conical holes for the blunt body. (a)
Low G, low hplen, (b) low G, high hplen, (c) high G, low hplen, (d) high G, high hplen.
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4.2. Numerical results for the blunt body

In order to test the influence of the cooling hole geome-
try on the showerhead cooling performance, numerical
simulations were carried out on two film-cooled blunt
bodies. Cylindrical holes were chosen as the reference case.
Since the forward-diffused holes offered only a slight film
cooling effectiveness enhancement, conical holes were pre-
ferred for the follow-on study. Due to the good agreement
between the 3D and 2D numerical results found on the
cylindrical models, only 2D simulations were carried out
on the blunt body models. The influence of the coolant-
to-mainstream blowing ratio, the cooling mechanisms asso-
ciated with film cooling and the thermal conductivity were
investigated. Finally, quasi-3D simulations were also car-
ried out to test the influence of the hole number. Computa-
tions were performed on a 90�-cut of the 3D model
including the four rows of cooling holes. Different blowing
ratios, as well as different levels of backside cooling were
tested. The heat transfer coefficients inside the plenum
chamber (hplen) were evaluated as described in Appendix
A. The influence of the three cooling mechanisms was
investigated at REC. The numerical simulations were per-
formed on a 90�-cut of the blunt body model. Two injec-
tion rates, as well as two levels of backside cooling were
tested. The values of the overall cooling effectiveness
obtained for the different contributions were compared to
those evaluated for the reference cases (original and ideal
cases), as described before. The results are depicted in
Fig. 11. No significant differences are observed between
the cylindrical and conical holes. Nevertheless, at
G = 1.4, the conical holes provide a mild enhancement of
the overall cooling effectiveness, especially for the contribu-
tions that include the external film cooling. A comparison
with the results obtained for the four-row cylinder config-
uration (Fig. 7) shows that the effects of all cooling mech-
anisms are similar. Nevertheless, the comparison also
yields that for all test cases, the values of the overall cooling
effectiveness are lower on the blunt body models.

5. Conclusions

Based on the numerical calculations carried out in the
present investigation, the following major conclusions
might be drawn:

• A correct evaluation of a showerhead cooling configura-
tion always needs to take all different cooling mecha-
nisms into account.

• Analyzing the showerhead geometry by 3D finite ele-
ment models allows to obtain detailed knowledge of
the heat transfer process.
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• A 2D approach has been presented which can be used to
reliably predict the cooling effectiveness of the blade.
This approach takes seconds, compared to 3D calcula-
tions, which take hours or even days.
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Appendix A. Calculation conditions for finite element

analysis

Calculation conditions were developed for several solid
models, having different material properties and working
at varied operating conditions.

A.1. External calculation conditions for 3D calculations

For the experimental boundary conditions (EPFL con-
ditions), the heat transfer coefficients were directly
obtained from the liquid crystal measurements. The adia-
batic wall temperatures were calculated using:

½T aw�EPFL conditions ¼ ½gðT tc � T tgÞ þ T rg�EPFL conditions ðA:1Þ

where the film cooling effectiveness g was obtained from
the measurements.

For the real engine conditions (REC), the external heat
transfer coefficients and adiabatic wall temperatures were
calculated from the measurements taking into account
the assumption that the Frössling number (NuD=Re0:5D Þ, as
a similarity parameter, stays constant between the experi-
mental and the engine conditions. The adiabatic wall tem-
peratures were evaluated from the film cooling effectiveness
assuming that it was constant between experimental and
real engine conditions:

½T aw�REC ¼ ½g�EPFL conditions½T tc � T tg�REC þ ½T rg�REC ðA:2Þ
A.2. Heat transfer coefficients inside the holes

Empirical correlations were used to calculate heat trans-
fer coefficients inside the cooling holes. Two different cases
were distinguished in order to take into account the flow
regime, either laminar or turbulent. The flow inside the
cylindrical hole was considered laminar for Red 6 3000
and turbulent for Red > 3000. For shaped holes, the local
hydraulic diameter has been used in the correlations. For
a detailed explanation of the used correlations, the reader
is referred to [8].
A.3. Temperatures inside the holes

Due to heat exchange occurring inside the cooling holes
during the coolant injection, the temperature of the coolant
gas changes as it passes through the holes. Consequently,
for the numerical calculations, a variation of the coolant
temperature was taken into account inside the film holes.
Assuming a linear temperature distribution inside the cool-
ing holes and employing a heat balance, the outlet temper-
ature To can be calculated according to

T o ¼
~hcAh

_mcp
ðeT w � eT cÞ þ T i ðA:3Þ

where Ti is the inlet temperature in the hole, ~hc is the aver-
aged heat transfer coefficient inside the hole. In order to
take into account the entrance effects, ~hc is the mean heat
transfer coefficient for the length under consideration. eT c

is the averaged coolant temperature inside the hole. eT w is
the averaged wall temperature and is unknown. To initial-
ize the first calculation the unknown wall temperature is
simply taken as an average value of the hot gas and coolant
temperature. For the 2D calculations, the coolant temper-
atures were evaluated based on Eq. (A.3). For the 3D cal-
culations the coolant temperatures have been iterated from
the known temperature field. The reader is referred to [8]
for more detailed information on the used procedure.

A.4. Calculation conditions inside the plenum chamber

Empirical correlations were also used to evaluate heat
transfer coefficients inside the plenum chamber. The reader
is referred to [8] for detailed information on the used cor-
relations. The temperature of the coolant inside the plenum
chamber was assumed to be constant and equal to the total
temperature.
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